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Towards a Real-Time Transduction and Classification
of Chemoresistive Sensor Array Signals

Giovanni Pioggia, Member, IEEE, Marcello Ferro, and Fabio Di Francesco

Abstract—Recently, a growing interest in artificial implementa-
tions of biological systems has been arising. In particular, several
research groups have been working in mimicking the mammalian
olfactory system with the so-called electronic noses (e-noses). The
e-noses, which are based on a sensor array, a fluid-dynamic system,
and a data processing unit, are systems devoted to detecting and
analyzing volatiles, where a deep knowledge of the target applica-
tion is needed. In order to achieve effective results the sampling
system, the measurement protocols, the sensor array, and the pat-
tern recognition techniques have to be carefully designed. The in-
creasing complexity of such design poses issues in sensory feature
extraction and fusion, drift compensation, and data processing, es-
pecially when high efficiency is required for real-time applications.
The interconnection and cooperation of several modules devoted to
processing different tasks, such as control, data acquisition, data
filtering interfaces, feature selection, and pattern analysis, are al-
ready mandatory. Moreover, heterogeneous techniques used to im-
plement such tasks may introduce module interconnection and co-
operation issues.

In this paper, we address the development of a dedicated in-
strument able to perform real-time transduction, fusion, and pro-
cessing of chemoresistive sensor array signals. In particular, this in-
strument realizes a dynamic and efficient management of data pro-
cessing techniques and automatically controls the measurement
protocols and the sampling system. An array of conducting poly
(alkoxy-bithiophenes) sensors, the fluid-dynamic system, the elec-
tronic section, the framework’s base architecture, and the imple-
mentation of dedicated application processes are described. The
classification task is based on a self-organizing map where models
for artificial neurons and connections were derived from the base
structures available in the framework core. According to the target
application, this instrument is portable and easily tailored, cali-
brated, and trained. Classification of olive oil headspaces supports
its utility in supplying high-efficiency routine for volatile organic
compounds detection and analysis.

Index Terms—Conducting polymer sensors, data processing,
electronic nose, self-organizing maps, sensor array.

1. INTRODUCTION

OWADAYS e-nose technology is widespread [1]. An
Ne—nose consists of a sampling system for volatiles, a
partially specific chemical sensor array, an electronic apparatus
able to control the sampling process and to collect the array
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transduction signals, and a pattern recognition algorithm trying
to reproduce a human judgment or an analytic analysis of the
sample. In the last decade, e-nose technology has been widely
used to detect and analyze volatile organic compounds in the
food industry [2]-[4]. Applications such as monitoring of emis-
sions of outdoor [5] or indoor [6] volatile organic compounds,
detection of explosives [7], and clinical diagnosis [8]—-[10]
are increasingly being considered. Materials such as phthalo-
cyanines, metal oxides, and conducting polymers realize the
sensor sensitive layer and allow a wide variety of chemical
compounds to be detected [11]-[14]. Anyway the main sensor
properties such as stability, repeatability, sensitivity, robust-
ness, and lifetime are often a compromise in order to obtain
a satisfactory reliability depending on the target application.
Moreover, the increasing complexity of the e-nose architectures
requires high-efficiency interconnection and co-operation of
several heterogeneous modules, i.e., control, data acquisition,
data filtering, feature selection, and pattern analysis [15]-[17].
Recently, a first step toward a standard design of multitrans-
ducer communication protocols and interfaces has been defined
in IEEE 1451 [18], [19]. Enhancing the reliability of high-level
processing systems represents the next critical step.

E-noses could answer to the need of a fast, simple, and ob-
jective analysis of volatiles. Experience has taught that great at-
tention has to be paid, when dealing with e-noses, to avoiding
inappropriate generalization of results that are only valid in a
limited region of the experimental domain. In order to guarantee
measurement accuracy, reliability, and repeatability, aside from
the volatile nature, the sampling system must control and opti-
mize all factors capable of influencing the generation of sensor
transduction signals, while the electronic apparatus must be fast
and accurate. It may not be simple to establish a multichannel
communication among common artificial neural networks tools,
feature extraction and selection processes, and acquisition and
control systems [20], [21]. Moreover, high-level interfaces often
do not allow adapting of the architecture and/or the process
topology at run-time. As a result, complex processing methods
have to be designed.

In this paper, we address the development of a high-efficiency
fast and flexible instrument for real-time transduction, fusion,
and processing of chemoresistive sensor array signals. The
chemoresistive layers were synthesized via chemical polymeri-
sation of poly (3, 3'-dipentoxy-2, 2'bithiophene) [14]. Doping
reactions with four salts allowed differentiated resistance char-
acteristics for an array of eight sensors. The chemico-physical
interactions between sensing layers and volatile molecules
result in an electric resistance variation for each sensor. The
response of each sensor is thus an analog signal versus time
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which the electronic section acquires. Features such as raising
time, steady-state, and peaks can be extracted processing the
acquired signals. Features constitute the data set for the section
devoted to the analysis and classification of volatiles. A pre-
liminary investigation with reference products responsible for
olive oil aromas was previously reported [24].

The instrument hardware can be divided into a hydraulic and
an electronic section. The hydraulic section consists of a sam-
pling system and an exposure chamber; the electronic section,
developed taking into account the current techniques for noise
reduction, consists of a central processing unit, a digital sec-
tion, and an analog section. This system allows one to acquire
reliable data from conducting polymer sensor arrays and to au-
tomatically control the sampling system and the experimental
parameters. The software framework allows a dynamic and effi-
cient management of heterogeneous data processing techniques.
Synchronization among modules and data flow is managed by
the framework. Specific control processes, pattern recognition
algorithms, and sensor array interfaces were created inheriting
from the framework base structures. The framework base archi-
tecture and the implementation of an application process based
on a self-organizing map are described. In this paper, authors de-
scribe the detection and analysis of volatile compounds present
in the headspace of olive oil samples.

II. SENSOR ARRAY

Chemoresistive conducting polymer sensing layers, which
change their electrical conductivity in presence of volatiles,
were deposited onto a substrate in correspondence of two or
more metal electrodes. Conducting polymers may belong to
conjugate or oligomer families polymerized by chemical or
electrochemical techniques. A controlled doping with salts
enables them to be conductive. This process complies with
the development of a wide variety of sensors, whose response
depends on the degree of affinity between volatile and the
doped polymer. They work with temperatures lower than 60
°C; they are less sensitive than the metal oxide sensors and they
suffer humidity. Fig. 1(a) reports the sensor layout and Fig. 1(b)
the electrical equivalent circuit needed to measure the electric
resistance of the sensing layer by means of the four probe
method. The electric resistance (R,,) is calculated by dividing
the voltage between the internal contacts (V) and the current
injected between the external contacts (I). High-impedance
measure of V}, allows the noisy contact resistances to be neg-
ligible. Sensor layout was realized depositing gold electrodes
and contacts onto an 18 x 12 x 1 mm® alumina substrate.
Alumina permits a good adhesion of the polymeric film; it
guarantees the electrical insulation and possesses a low degree
of chemical reactivity. Contacts allow the sensing layer to be
connected to the electronic apparatus.

The poly (3, 3’-dipentoxy-2, 2’bithiophenes)-based chemod-
etecting layers are prepared according to the procedure patented
by De Rossi and Serra [22]. First, the monomers are chemi-
cally synthesized, polymerized, and neutralized. Neutralized
polymers are thus doped with oxidizing salts such as cupric
perchlorate, ferric perchlorate, cupric chloride, and iodine.
The doping process consists of several steps. In a ratio of 100
mg/10 ml, the polymer is solved in a 1:1 volume ratio solution
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Fig. 1. Conductive polymer sensor (a) layout and (b) the electrical equivalent
circuit.
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Fig. 2. Stability of doped poly (3, 3’-dipentoxy-2, 2'bithiophenes) sensors.

TABLE I
DOPING SALTS, MOLAR RATIOS, CODE, AND NUMBER OF SELECTED SENSORS

Doping salt  M/Ox  Code  Number of sensors
CuCly 3 DCR 2
Fe(ClOy4)3 3 DPF 2
Cu(ClOy4), 3 DPR 2
I 3 DI 2

of trichloroethylene and chloroform. A solution obtained dis-
solving the doping salt in acetonitrile is added to the polymer
suspension with the desired M /Ox (molar ratio). M represents
the number of the monomeric units and Oz the number of
doping molecules. In Fig. 2, the stability of eight doped poly
(3, 3’-dipentoxy-2, 2'bithiophenes) sensors is reported. Doping
salts, molar ratios, code, and number of sensors are summarized
in Table I. Sensors can be produced with resistance variations
in the range 500 Q-1 MS2. Characterization of responses of
doped poly (alkoxy-bithiophenes) sensors exposed to organic
vapours were previously reported from authors [14].

In order to deposit the polymeric sensing layer, a technique
based on a three-axis micropositioning system was developed.
The alumina support is placed onto the z—y axis, while a
stainless steel microsyringe is placed onto the z axis. The
deposition onto the alumina support is obtained in two steps.
The poly (alkoxy-bithiophenes) suspension in chloroform or
trichloroethylene is expelled from the needle of the microsy-
ringe by means of an internal stainless steel wire; the substrate
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Fig. 3. Block scheme of the hardware section.

is simultaneously translated in order to realize the desired
path. A stainless steel needle with an internal diameter of 110
pm was used. The relative motion of the three-axis microp-
ositioning system, realized by three stepper motors, allows
the geometry of the film to be controlled, avoiding a manual
procedure. A stainless steel wire with a diameter of 80 ym can
flow into the needle thanks to the z-axis stepper motor. The
wire, kept in contact with the alumina substrate, helps to lay out
the polymeric film. Moreover, the relative motion between the
wire and the needle allows obstructions due to chloroform or
trichloroethylene evaporation in correspondence of the needle
tip to be avoided. This system allows sensing layers with lateral
dimensions between 200 and 500 pgm and grain diameters
within 3 and 20 ym to be obtained.

III. HARDWARE ARCHITECTURE

In this paper, we aim to realize a reliable and portable hard-
ware architecture able to perform fast and accurate measure-
ments with conductive polymer sensor array and to perform a
dynamic and automatic control of the sampling process. Thus,
in collaboration with Idronaut s.r.l., Milan, the electronic sec-
tion was designed and realized taking into account the current
techniques for noise reduction and for controlling each kind of
sampling systems.

Fig. 3 shows a block scheme of the hardware architecture; it
can be divided into a hydraulic section and an electronic sec-
tion. In the hydraulic section, the sampling system conveys a
volatile sample, by means of a gas carrier such as nitrogen or
pure air, into an exposure chamber where sensors are lodged.
The aim of the chamber is to expose in optimal conditions the
sensor array to volatiles. The electronic section consists of a cen-
tral processing unit, an analog interface, and a digital interface.
The analog interface can drive up to 16 sensors with a resistance
of the sensing layer within the range 500 2-1 M2. Shielded
cables connect each sensor to the analog interface. For each
sensor, a different current can be selected and injected thanks to
16 independent digital current generators. Each current gener-
ator is realized with a 12-bit digital-to-analog (D/A) converter,
with a resolution of 1.22 pA per bit, which allows 4096 dif-
ferent currents to be chosen. The analog interface includes the
electronics for controlling an array of mass flow controllers and
the temperatures of two external devices. The acquisition of
the sensor transduction signals is performed by 16 independent
24-bit delta—sigma differential analog-to-digital converters with

a resolution of 298 nV per bit. The digital interface includes a
32-bit microcontroller, a 2 MByte nonvolatile memory for data,
and a 1 MByte flash memory for system configuration. More-
over, it includes the electronics for driving and reading of ex-
ternal devices, in particular devoted to control a 16-way and a
4-way valve. It can work connected to the 220 V-50 Hz or to a
rechargeable internal battery. In the standalone settings, it can be
controlled by means of a liquid crystal display display and three
function buttons; in the remote settings it can be controlled by
means of an RS232 interface. The electronic section is included
ina27x 25 x 7cm? box; its weight is 4 Kg.

A. Hydraulic Section

1) Sampling System: The instrument here proposed is de-
voted to the detection and analysis of volatile samples gener-
ated by the headspace of organic compounds. For this reason,
the sampling system is composed of a bottle of ultrapure ni-
trogen, a mass flow controller (MFC), a four-way valve, and a
16-way valve connected to 16 125 ml glass vials containing 10
ml-solutions (2.5 pl/ml) of liquid samples. Inert PTFE tubing
and fittings were used for the connections. A thermohygrometer
inserted into one fitting allows humidity and temperature of the
air flow to be measured. Vials were kept at a constant tempera-
ture of 25 °C within a metallic box. The 16-way valve allowed
the selection of the sample to be analyzed, while the four-way
valve was used to switch the system between state 1 (sensors
flushed with nitrogen, baseline acquisition, and cleaning) and
state 2 (exposure of sensors to odorant). The measurement pro-
tocol consists of three phases for each experiment:

* baseline acquisition: sensors flushed with nitrogen;

* exposure: sensors exposed to the sample headspace;

* desorption and cleaning: odors flushed away by nitrogen

to restore baseline conditions.

2) Exposure Chamber: The sensor array can be housed in
two eight-sensor stainless steel exposure chambers. Critical de-
sign points for an exposure chamber are as follows.

» Sensor arrangement with reference to the incident flow:
an inadequate arrangement of sensors can lead to different
exposure conditions among sensors.

* Geometry: sharp variations cause recirculating zones.

* Dead volumes: they extend the response time of the system
and can cause uneven distribution of flow rate.

In order to expose an array of sensors to a chemical mixture in
optimal conditions, the chamber must allow all the sensors to
be simultaneously exposed under the same conditions, making
it possible to accurately reproduce the shape of the input con-
centration signal at each sensor position. Moreover, it must be
designed to obtain the same concentration profile in repeated
measurements and short analyte concentration rise/fall times,
to avoid memory effects and sample dilution. A homogeneous
flow with low speed gradient, no recirculating zones or stag-
nant regions, and the same local concentration of volatiles over
each sensor were obtained by choosing a radially symmetrical
geometry for the chamber with a dedicated deflector, which al-
lows homogeneous flow conditions with low velocity gradients
[23].

B. Electronic Section

The electronics is lodged in a metallic shielded box to avoid
outer electromagnetic interferences. It can also work as a stand-
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Fig. 4. Sensor driver for four sensors.

alone device, making use of an internal 12 V dc, 900 mA, 7
A/h rechargeable battery. It is provided with a 2 MB SRAM
nonvolatile data memory and an RS232 serial interface for ex-
ternal programming and controlling. A central processing unit
controls the whole device by means of an embedded 32-bit mi-
crocontroller MC68336 working at 20 MHz. The device allows
the control of 16 independent user customizable polymer in-
terfaces, each of them able to manage a conductive polymer
sensor in the range of 500 2-1 MS2 by means of a polarization
and preamplification circuitry. The device allows a scan rate of
0.1 s for 16 sensors to be obtained controlling in real-time the
sampling system and the experimental protocols. A 1 MByte
flash memory is used to store the management firmware and
the system configuration. The protection of the stored data is
performed through the extensive use of CRC-32 checking. The
electronics possesses also four 0-5 V dc analog outputs with a
resolution of 12 bit, 1.22 mV per bit.

1) Digital Interface: The digital section is mainly dedicated
to the control of the sampling system. The central processing
unit provides 12 open drain sink output ports. Each port allows
a maximum load current of 100 mA and maximum working
voltage 24 V dc. Two output ports are used to drive the four-way
and 16-way valves. The other two output ports allow the con-
trol of the temperature of the sensor chamber and of the vials
via two Proportional-Integral-Derivative (PID) controllers with
an accuracy of 0.5 °C. The sensor chamber is provided with
a PTC heater and an NTC thermistor, as well as the metallic
box lodging the vials. Through one RS232 connector, a thermo-
hygrometer interface and a dedicated communication protocol
are implemented. The digital section also allows one to control,
within the range 0 to 0.1 KHz, up to four stepper motors. The
system includes a 2 x 40 character liquid crystal display and
three buttons to interface the operator during the data acquisition
operations performed without a personal computer connected.

2) The Sensor Driver: The sensor driver consists of con-
trolled current generators, which produce different currents
which aliment each sensor. Fig. 4 shows the block scheme for
four sensors. It can drive up to 16 conducting polymer sen-
sors. It contains 16 independent user customizable interfaces,
composed by four D/A converters (DAC8420), 16 operational
preamplifiers, and 16 scaling resistors (R;).

The operational amplifiers are contained in four OP400 chips
allowing a 10 MHz clock rate when £15 V is supplied. The
DACS8420 utilizes a unique compensate for different supply
switch driver circuits in order to equally bias all DAC ladder
switches and ensure an excellent linearity. The converter has a
resolution of 2.44 mV or 1.22 A, a settling time of 6 us, and a
maximum output voltage of 10 V, and it can drive up to 5 mA.
More, it was chosen because it has a linearity that is monotonic
over temperature and a low power consumption (35 mW max).
The differential reference structure of the DAC8420 allows
the user to determine both the upper and lower limits of the
analog output voltage range avoiding unused regions. Thus the
output range can be chosen between Vie; and Vieso. The Viem;
input of the DAC8420 will require both sourcing and sinking
current capability from the reference voltage source. Many
positive voltage references are intended as current sources only,
and offer little sinking capability. They were set at +5 V and
ground, respectively, with a current scaling resistor of 2 k{2 and
a single +15 V supply. This allows one to drive a maximum
current of 2.5 mA and to use conducting polymer sensors with
intrinsic resistance ranging from 500 2 to 1 Mf2.

The D/A forces an accurate voltage (Vi) across the scaling
resistor; thus the inverting amplifier forces a current of inten-
sity Viac/Rs through the sensor. The stability of the scaling
resistor directly affects the current source temperature drift
and stability. A 50 ppm/°C resistor (common for 1% metal
film resistors) was used; thus the precision current source will
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have approximately 50 ppm/°C drift with temperature. It is
interesting to notice that the DAC8420 eliminated the need
for external buffer amplifiers. The buffered outputs are simply
short-circuit protected operational amplifiers connected as a
voltage follower, and thus have output characteristics very sim-
ilar to typical operational amplifiers. The output stage includes
a p-channel metal-oxide—semiconductor (MOS) field-effect
transistor to pull the output voltage down to the negative supply.
It is very important in this single supply system; in fact Vg, 18
connected to ground and thus the user can decide to remove a
sensor in an experiment, cutting off the current flowing through
the sensors. Like all amplifiers, the DAC8420 output buffers do
generate voltage noise, 52 nV/Hz ™! typically, that was easily
reduced by adding a simple RC low-pass filter on each output.

In order to ensure the accuracy performance, power supply
and ground were carefully taken into consideration. The
DACS8420 has a single ground pin that is internally connected
to the digital section as the logic reference level. The digital
ground is often noisy because of the switching currents of
other digital circuitry. Any noise that is introduced at the
ground pin could couple into the analog output. Thus, to avoid
error causing digital noise in the sensitive analog circuitry, the
ground pin was connected to the system analog ground. To
reject the common-mode noise, the analog and digital ground
was connected together at a single point in the system to pro-
vide a common reference. Moreover, each converter has two
reference inputs and four analog outputs, which have moderate
bandwidth and output currents. Thus in this circuitry, there is a
significant potential for ground loops. To bypass this problem,
the DAC8420 was connected to an ample supply filter, located
as close as possible to the package. 0.1 uF ceramic capacitors
provided a low impedance path to ground at high frequencies
to handle transient currents due to internal logic switching. In
order to preserve the specified analog performance of the de-
vice, the supply should be as noise-free as possible. Supply of 5
V for both the analog and digital circuitry was used. In order to
avoid a noisy 5 V supply due to the fast edge rates of the popular
complementary MOS logic families, as well as microcontroller
or microprocessor which can have large current spikes during
bus activity, a precision buried-zener-based voltage reference
chip, that offers the best performance available from a single
chip, was used.

3) MFC Driver: An MFC, which communicates by RS485
protocol, allows one to regulate the gas carrier flow rate in the
range 0-500 ml/min. An RS485/RS232 interface allows the
MEC to be driven. In order to control an array of MFCs, control
connections coming from the array could be cabled on a unique
RS485/RS232 data bus, allowing one to address and control
the selected MFC.

4) NTC Interface: The temperatures of the vials and of the
sensor chamber are digitally converted from two precalibrated
NTC thermistors with dedicated preamplifiers. Two 10-bit
analog-to-digital (A/D) converters with a resolution of 4.88
mV per bit were used. The measuring range results in 20-60°C
with an accuracy of 0.5°C and a resolution of 0.1°C.

5) 24-bit Measuring System: Sensing devices, such as con-
ducting polymer sensors, respond to physical and chemical oc-
currences that are measured and manipulated in the analysis and
process control techniques. Sensing is a challenge where sensors
used to detect small concentration of analytes and other envi-

ronmental information produce low-level signals. In fact, these
signals can easily be masked by ambient and electronic noise.
The level of accuracy of an electronic nose can be improved
increasing the signal-to-noise ratio (SNR). Several techniques,
in the digital domain as well as in the analog domain, can be
used to improve the SNR. The circuitry we adopted to improve
the SNR for a sensor is shown in Fig. 5. In this circuit, thanks
to its internal analog gain and its digital filtering capability, a
delta—sigma A/D converter for each sensor was used. When it
is properly configured, analog gain and digital filtering are op-
timized by the internal microcontroller to further improve the
SNR.

The 24-bit measuring system contains 16 ADSI1210
delta—sigma A/D converters. One converter for each sensor was
used to increase the data conversion rate. The current flowing
through the sensor generates a voltage that drives the A/D
converter. The ADS1210 is a precision, wide dynamic range,
self-calibrating single channel converter with 24-bit resolution
(298 nV per bit) operating from a single +5 V supply. It
contains a low-noise programmable gain amplifier (PGA), a
second-order delta—sigma modulator, a programmable digital
filter, a microcontroller including the instruction, command,
and calibration registers, a serial interface, a clock generator
circuit, and an internal 2.5 V reference. The ADS1210 was
chosen to read differentially each sensor providing a good
common-mode rejection over frequency. Moreover, it can be
used in a single supply environment and can follow slowly
moving signals. The differential inputs are especially suitable
for direct connection to sensors or low-level voltage signals. In
fact, the differential stage does not respond to common-mode
input signals (common-mode rejection of 115 dB) and pos-
sesses an excellent power supply rejection. The output voltage
is proportional to the equivalent resistance of the sensor. In
particular, a positive digital output is produced if the analog
input differential voltage is positive, while a negative digital
output is produced whenever the differential voltage is negative.
It is configured to convert differential voltage ranging from 2.5
to 2.5 V; this allows the use of sensors with intrinsic resistance
ranging from 500 €2 to 1 M.

In order to avoid a significant signal attenuation due to a di-
rect connection of the sensor to the A/D converter, a buffer stage
is used. The low-noise PGA, the A/D configuration, the timing
generator, the dynamic range, and the sampling rate can be set
by the user. In particular rates, modes and registers can be read
or written via a synchronous serial interface. The data rate sets
the number of samples that are used by the digital filter to ob-
tain each conversion result. Each increase in the sampling rate
produces a performance improvement for the same output data
rate; trading off lower resolution results in higher data rates. A
lower data rate results in higher resolution. It does not result in
any appreciable change in power consumption. An onboard cal-
ibration circuit, which can work under request or automatically
and continuously in background, allows internal offset and gain
errors to be corrected.

IV. SOFTWARE ARCHITECTURE

A dedicated firmware allows the microcontroller to manage
the electronic and the hydraulic sections. A communication pro-
tocol was designed to allow a personal computer to control the
microcontroller tasks. A framework controls the synchroniza-
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Fig. 5. Circuitry for differential acquisition of sensor signals.

tion of the data flow between the microcontroller and the per-
sonal computer through a framework I/O interface. The frame-
work I/O interface has been developed in order to act as a buffer
for the flow of information coming in and going out of the mi-
crocontroller.

The framework architecture has been designed as a hierar-
chical structure whose root is a manager module. It is real-
ized as a high-level container of generic modules and repre-
sents the environment in which process modules and I/O fil-
tering interfaces are placed. Modules may be grouped recur-
sively in order to share common properties and functionalities
of entity modules belonging to the same type. Communication
channels are realized as connections through specific projection
types that specify the connection topology. Connections are del-
egated to dispatch synchronization information and user-defined
data. The filtering interface modules are able to drive the trans-
ducer hardware and to dispatch information to process mod-
ules. All base modules manage dynamic structures and are de-
signed to maintain data consistency while the environment state
may change. High-level processes such as control processes and
pattern recognition algorithms are defined as application pro-
cesses inside the framework. Such processes inherit properties
and functionalities from the framework base structures, taking
advantage of automation capabilities provided by the framework
core. The framework allows setting up a communication lan-
guage between the framework core and the hardware architec-
ture. This guarantees an increased flexibility thanks to the pres-
ence of interfaces performing the function of interpreters for the
specific hardware and filters which specify the way the frame-
work core senses and communicates the information.

Several application processes run inside the framework core
acting on data available into the framework I/O interface. The
framework is able to control all the modules of the elabora-

tion chain, including analysis protocol management and inter-
faces. During a signal preprocessing stage, various purposes are
served, including baseline manipulation, compression, normal-
ization, and drift compensation. Afterwards, data are sent to a di-
mensionality reduction module in order to perform a feature ex-
traction. Selected features are ready for analysis, classification,
and clustering tasks. A process devoted to data normalization
gets sensory data from the framework I/O interface. Normalized
data are sent to a process devoted to feature extraction in order
to build the dataset. A Kohonen self-organizing map (KSOM)
process performs the dataset classification task. A process de-
voted to the evaluation of the KSOM response shows the clas-
sification results. Communication channels are established as
connections between application processes. Synchronization of
processes and data flowing through connections is managed at
run time by the framework. The presence of dynamic structures
implies a configurable resource management, so the framework
offers an optimized interface for enumeration and direct access
requests. An inner synchronization signal is provided by the
framework core to the processes and to the framework I/O in-
terface, enabling one to gain time—space correlation.

V. CLASSIFICATION PROCESS

In this paper, the classification task is performed by an ap-
plication process based on a KSOM. Let ¥ (¢) be the response
of the nth of N sensors, i.e., the resistance of the sensor versus
time ¢, to the kth of K samples. ¥ (¢) signals were normal-
ized over the exposure time, i.e., time interval L = (t1,t5),
resulting in function =% (t) = zk(¢)/(z*, — 1), where 2% .
represents the minimum value of z¥ (¢) in the time interval L.
We extracted from the normalized signals a set of F' features; let

,’fl ey fT’fF be the features. The features were the energy, i.e.,

EF = Yier o (t)?; the abscissa of the maximum value; the
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angular coefficient of the line connecting % (¢;) and z% (¢ 0 );
and the angular coefficient of the line connecting xk (tmax ) and
xk (t2). Thus a dataset, where each response can be represented
as a point in REXF was obtained. Features were normalized in
the 0-1 interval.

In order to discriminate among samples of the dataset, a
neural network approach was adopted [24]. A3 x 3 KSOM [25]
was applied. A KSOM maps the original space into a two-di-
mensional net of neurons in such a way that close neurons
respond to similar signals. KSOMs are unsupervised neural
networks, i.e., they exploit similarities of samples apart from
the class which they belong to. In a KSOM, a winner-takes-all
training algorithm is performed. For each input vector, the
neuron that has the minimum distance d = min;||f — w;l|
from the input vector is the winning unit z. The weight
w;; of a generic neuron ¢ at the time 7" for the input vector

fk= K ..., fF_ is modified as follows [26]:

wii(T) = wij(T — 1) + a(T)ri.(T) [f;(T) — wij(T — 1)]

where
a(T) faa(T — 1), learning rate
with a learning rate factor;
ri=(T) e—(@/ "2), feedback function
of neuron ¢ to the winning
neuron z.
o(T) feo(T — 1), learning radius

with learning radius factor
fo.

The response of the KSOM is a nine-element Boolean vector;
each element represents the activation function of a neuron. In
order to check the generalization capability of the neural net-
work, a cross-validation with three deletion groups was carried
out. The data set was randomly partitioned in three equal-sized
folds, i.e., 90 experiments for each fold. Two folds were held
out for training, i.e., a 180 experiment training set, while the re-
maining fold, i.e., a 90 experiment test set, was used for testing.
We fixed «(0) = 0.999, f, = 0.99, 5(0) = 5, and f, = 0.995,
and training epochs equal to 10 000.

VI. EXPERIMENTAL RESULTS

This instrument has been used to analyze the headspace of
certified olive oil samples. A trained panel test assessed 30 olive
oil samples belonging to three equal-sized classes: extra virgin,
virgin, and defected. Classes were denoted as FzV g, Vg, and
Df, respectively.

Ten milliliters of each olive oil were sampled in three vials,
for a total of 90 vials. Three series of measurements were per-
formed for each vial at the same environmental conditions, for
a total of 270 experiments. The KSOM learns to discriminate
in such environmental conditions; therefore, in the case of un-
controlled environmental parameters, a new data set for each
measurement campaign is needed. The experimental protocol

TABLE 11
MEAN AND STANDARD DEVIATION PERCENTAGES OF THE MEAN CONFUSION
MATRIX RESULTING FROM THE THREE-FOLD CROSS-VALIDATION

ExVg Vg Df

mean o  mean O

ExVg 954 23 4.6 2.3 0.0 0.0
Vg 11.8 23 868 22 1.4 1.1
Df 0.0 0.0 3.9 1.9

consisted of 1200 samplings of baseline acquisition, 200 sam-
plings of exposure, and 1400 samplings of desorption. Sensor
responses were sampled with a scan rate of 0.1 s.

A topological analysis of the KSOM showed for each test the
presence of minimally overlapping zones. Labeling the three re-
gions as belonging to ExzV g, Vg, and D f classes allowed quan-
tification of results obtained in the three-fold cross-validation.
The performance of a classification system is commonly eval-
uated using the confusion matrix [27]. The generic element 7;;
of the confusion matrix indicates how many times in percentage
a pattern belonging to the class ¢ was predicted as belonging to
the class j. Table Il summarizes the mean and standard deviation
percentage values of the mean confusion matrix resulted from
the three-fold cross-validation. It can be noticed that the extra
virgin oils were never misclassified as defective and vice versa.
A minimal misclassification can be observed for extra virgin and
virgin. The accuracy rates for ExV g, Vg, and D f classes were,
respectively, 95.4%, 86.8%, and 96.1%.

VII. CONCLUSIONS

In this paper, we have proposed and discussed a portable, re-
liable, and flexible instrument for transduction and processing
of chemoresistive conducting polymer-based sensor array sig-
nals. The instrument is also able to automatically control the
sampling system and the experimental parameters. The sam-
pling system, the exposure chamber, and the measurement pro-
tocol were detailed. The electronic section was designed and
realized taking into account the current techniques for noise re-
duction and for controlling each kind of sampling systems. In
this paper, we detailed the instrument sections and the high-effi-
ciency architecture for parallel management of data collecting,
filtering, and processing. The interfaces with the sensor array
and the actuators, the specific control and processing methods,
and the data flowing through inner communication channels
were described. We have also described the assessment of olive
oil samples belonging to three classes: extra virgin, virgin, and
defected. A total of 270 experiments were performed. A set of
features was extracted in order to obtain a data set. To discrim-
inate among data set patterns, a Kohonen self-organizing map
was applied. We assessed the performance of our approach car-
rying out a three-fold cross-validation. A minimal misclassifi-
cation was observed for extra virgin and virgin olive oils, while
a null misclassification for defected olive as belonging to extra
virgin oil was obtained. The accuracy rates were, respectively,
95.4%, 86.8%, and 96.1%.
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