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assume that accessing a word in some way affects
Abstract the access representation of that word (e.g. Foster
1976; Marslen-Wilson, 1993; Sandra, 1994).

In spite of such a wealth of converging
evidence, however, little efforts have been put so
far into providing detailed, algorithmic models of
the interaction between word frequency,
paradigm frequency, paradigm regularity and
lexical familiarity in word acquisition and
processing. We offer here such an algorithmic
account, and discuss some theoretical
implications on the basis of computational
simulations.

In spite of considerable converging
evidence of the role of inflectional
paradigms in word acquisition and
processing, little efforts have been put so
far into providing detailed, algorithmic
models of the interaction between lexical
token frequency, paradigm frequency,
paradigm regularity. We propose a neuro-
computational account of this interaction,
and discuss some theoretical implications
of preliminary experimental results.

1 Introduction 2 The computational model

In the present contribution, we use Temporal Self-

Over the last fifteen years, growing evidence hagrganising Maps (TSOMs) to simulate dynamic

accrued of the role of morphological paradlgr_n_s Mffects of lexical storage, organisation and
the developmental course of word acquisition,

: I competition.
Children have been shown to be sensitive to sug~ " U
regularities holding among paradigm cells (see, layer  connections nodes connections
among others, Orsolini et al., 1998; Laudanna et S A

al., 2004 on ltalian; Dabrowska, 2004, 2005 on
Polish; and Labelle and Morris, 2011 on French).
In line with this evidence, and contrary to both
rule-based (e.g. Pinker and Ullman, 2002;
Albright, 2002) and connectionist approaches to
word acquisition (Rumelhart and McClelland,
1986), no unigue paradigm cell can be identified
as the base source of all inflected forms produced

by th(_:" sp_eaker, but the structure of the ent"‘q:igure 1. An integrated activation pattern for the input
paradigm is understood to play a fundamental rol&ing “#pops”. Note that two distinct, but topologically
in both word acquisition and processing. neighbouring nodes respond to the @®in pop, bearing

Such evidence supports a view of the mentalvitness to the process of selective sensitivityre-bound
lexicon as an emergent integrative Systemlnstances of the same_symbol type. For smplu_ntﬂy the

odes that are most highly activated by each ispotbol

whereby words are concurrently, redundantly ancgre shaded and tagged with that symbol.
competitively stored (Alegre and Gordon, 1999;
Baayen et al., 2007). The view assumes that a@lSOMs, a variant of classical Kohonen’'s SOMs
word forms are memorised in the lexicon, thugKohonen, 2001), are dynamic memories that are
making no distinction between regular andtrained to store and classify time-series of
irregular inflected forms, or between uniquelysymbols through patterns of activation of fully
stored bases and all other non-base formsterconnected nodes (Koutnik, 2007; Ferro et al.,
produced by the speaker on demand (see Baaye&910; Pirrelli et al., 2011; Marzi et al., 2012)apl
2007; Marzi, 2014; for a recent overview). Innodes mimic neural clusters, with inter-node
addition, to capture the fact that wordsconnections representing neuron synapses whose
encountered frequently exhibit different lexicalweights determine the amount of influence that
properties from words encountered relativelythe activation of one node has on another node
infrequently, any model of lexical access mus{Fig. 1). Each map node receives input
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connections from an input layer where individualof paradigm members, we can investigate the

symbols making up a word are presented one atralative contribution of input factors to the tirgin

time, in their order of appearance. Inputand pace of lexical acquisition and suggest an

connections thus convey information of theexplanatory account of their interaction.

current input stimulus to map nodes. Hebbian

connections, on the other hand, are strengthenéd EXperimental evidence

each time two nodes are activated at consecuti\{._e;ﬁ

time ticks, conveying the probabilistic y

expectation that one node will be activated soo

after another node is activated. .
When a symbol is shown on the input layer at

a certain time tick, all map nodes are fired

synchronously, their overall pattern of activation

German and fifty Italian verb
ﬁsub)paradigms were selected among the most
ighly ranked paradigms by cumulative frequency
n a reference corpus (CELEX Lexical database
or German, Baayen et al., 1995; Paisa Corpus for
Italian, Lyding et al., 2014). For each paradigm,

representing the processing response of a TSO identical set of 15 cells was used for training,

to the symbol at that time tick. Due to p”“CipleseO;Cm:nveJ:”enug l?;r dogtgss‘%,['c\tlaegaegr;ﬁ:irgé:gé to
of topological organisation of map’s responses guage.

similar input stimuli (i.e. two instances of thefhe map for 100 epochs under two different

o training regimes: a uniform distribution (UD: 5
same_symbol_m different contexts) tend to b‘%okens per word), and a function of real word
associated with largely overlapping memor !

\/ R ;
traces (e.g. the twp nodesactivated bypop in frequency distributions in the reference corpus

Fig. 1). During training, nodes get gradually(SD: tokens are in the range of 1 to 1000). By

specialised to respond most strongly to specifi\c/arylng frequency and comparing the inflectional

time-bound instantiations of symbols, Wh”ecomplexny of training data across the two

g : : . xperiments, we expected to gain some insights
remaining relatively inactive in the presence o : .
g~ L into the interplay between morphological
other stimuli. A recurrent activation pattern

associated with an input symbol occurring in a[egularity (defined by levels of predictability in

. stem and ending allomorphy of training data in the
specific context can thus be seen as the map’s i

: two languages) and word frequency in word
memory trace for that symbol in that context.

An input word is administered to a TSOM qcdcquisition. After training, ‘we monitored the
. . ; behaviour of the four resulting TSOMs (namely
a time series of symbols, i.e. a sequence of ette

: [JD ltalian, SD Italian, UD German and SD
or sounds presented on the input layer one at

me.The map's esponse o a wordsimus i ST SOTU0ING he e of st stonof
overall activation pattern obtained through ’ q

integration of the activation patterns triggered b>parad|gms, and their acquisitional time span. For

the individual symbols making up the word (seeOur present purposes, we define the time of

. T : acquisition of a single word as the training epoch
Fig. 1 for a simplified example with the word .
pogp). Accordinglﬁ i tWo ianFJ)t strings present whence a TSOM can accurately recall the word in

some symbols in common (efmpandcop, write guestion from its memory trace. Recall is a

and written), they will tend to activate largely ggr\glgt e’\[zsI; tcrI]:;r r?]((:])ltjilc:ﬁs o;[‘hﬁt)v:[/h?o Tﬁ?mgaz
overlapping patterns of strongly responsives nchrgnous activation pattern (the word's
nodes. Like in the case of individual symbols, the P

. S . ._memory trace) into a sequence of nodes
integrated activation pattern for an input word is : .
fepresenting the correct letters making up the

at the same time, the systematic processin\%ord in the appropriate order. Likewise, for each
response of the map to an input stimulus, and the_ ™ pprop ' !

ot memoraed rereseain (0 remonf 1204, 1 ime ofscqson by o map o e
trace) in the map. 9 P ging

. ) , “ the paradigm.
To investigate issues of “frequency-by- :
T ; : : As a general trend, TSOMs acquire word
regularity” interaction (Ellis and Smith, 1998), We e by tc?ken frequency, with highercjfrequency
compared two sets of parallel experiments carrieq '

out on German verh paradigms (Maa ot o108 ben, suceessuly recaled ol earer
2014) and Iltalian verb paradigms. By keepin g ep ' ’

constant some input conditions, such as seIecti(E:])'Nl@nc'[uaI timing of paradigm acquisition, things get

of paracign cells and degrees of morphaogial,"SCT0Y O Coex, b e noter o
redundancy within training paradigms, while P 9 9 Y 9 Y

varying others, such as the frequency distributiorW'th token frequency distributions. In fact, in bot
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German and lItalian, the vast majority ofpredictable stem allomorphy due to a limited
paradigms are acquired earlier (p<.005) in a UDwumber of alternants, show a correlation between

regime than in an SD regime (Fig. 2). stem cumulative frequency and acquisition time
Italian (I‘=-24 p<00001)
_ ol o e C ptaEmEN e ® Conversely, in Italian, where verb
@ chiamare (24) o e 4 "’e“fo‘:{zzw‘,; © (.. . . oy .
< el O I el o @ conjugation exhibits more extensive and less
§”“11:?::::§5§§ o¢ e predictable patterns of allomorphy than in
¥ parare (304)f O aprire i X o .
P it S S amdm | of° German (Pirrelli, 2000), acquisition of irregular
< E; ‘e g omen o8 paradigms does not appear to benefit from stem
2 ool T thmenl @ cumulative token frequencies (r=.01, p>.5). This
g arivare (314) ®@ g rendere (239 /f) I I i
g c8 ; 5% 3 o suggests that extensive allomorphy in a paradigm
B "o ® 2 aainyl %6 o tends to minimise the influence of cumulative
g tomaei0)l @ o & hetml © o up - s -
porre (445 @ o & mimi @ o s frequency on its acquisition, and isolated forms
“earmng epach e eerriog ohch can only take advantage of their own token
German frequency, while taking no advantage of the
arbeiten (46) - oe s bengel:z:g 68] 2 1 .
g wmomes O o g e 7 frequency boost provided by other cells of the
erreichen e < "% . . .
% B B S ZEl same paradigm. As a result, ltalian irregular
stellen w durfen (88, 1 1 H HH
i B x paradigms are acquired significantly (p<.005)
§ i oo = EE later than their German homologues.
[ g Teimerlis Our data cannot be explained away as a
B suchen(79)} O® = sp¥§§ﬁ§r5§gg :
Z amencn| o® H 5 simple by-product of word-frequency effects.
E o S imsnies Experiments provide, in fact, evidence of
S D stehen (163 . . . . e
§ momo ® ~w ¢ F interactive processing effects in word acquisition,
sgen 0@ © sp| Sl whereby morphological regularity modulates

15 20 25 30

_ | Iearning opoch frequency. Data analysis shows that recurrent
Figure 2: Time course of regular (left) and irregufight) patterns appear to determine global co-

paradigms ranked by increasing learning epoch ugBer L s
(grey circles) and UD (white circles) regimes fatth ~ Organisation of stored word forms and distributed,

ltalian (top) and German (bottom). Values are ayeda  Overlapping memory traces, which ultimately

across 5 map instances for each type. favour generalisation in lexical acquisition. Forms
containing recurrent patterns can take advantage
4  Frequency by regularity interaction of the memory traces shared with other related

forms, namely forms sharing the same stem, and
Our simulations show that, in both languagesgonnections between the nodes making up their
word forms in regular paradigms tend to bememory traces are strengthened since patterns are
acquired earlier (significantly earlier learningshown more often in training, similarly to high-
epochs, p<.001), and regular paradigms argequency isolated words.
acquired more quickly (significantly shorter  This is particularly true for regular, highly
learning spans, i.e. lower number of epochentropic paradigms, i.e. those regular paradigms
between the acquisition time of the first and theyvhose members exhibit uniform frequency
last member of a paradigm, p<.005) than irregulagdistributions, and for irregular highly systematic
paradigms are. In German data, regular paradigniradigms. Conversely, where memory traces
are less sensitive to token frequency effects thagverlap less systematically, this effect is
irregular paradigms are, as witnessed by thgonsiderably reduced, as witnessed by the
strong correlation (r=.95, p<.00001) between thejifference in time of acquisition between regular
time course of acquisition of regular paradigms imand irregular paradigms, particularly in Italian
SD and UD regimes (Fig. 2, bottom left panel) conjugation.
Token frequency affects the acquisition of regular  |n TSOMs, the effects are the dynamic result
paradigms to a lesser extent than the acquisitiasf two interacting dimensions of memory self-
of irregular ones, because regular stems can talgganisation: (i) the syntagmatic or linear
advantage of their cumulative frequency acrosgimension, which controls the level of
the whole paradigm. In fact, forms in regularpredictability and entrenchment of memory traces
paradigms exhibit a significant correlationin the lexicon through the probabilistic
between stem cumulative frequency and time dfistribution of weights over inter-node Hebbian
acquisition (r=-.40, p<.00001). Similarly, alsoconnections; and (i) the paradigmatic or vertical
German irregular paradigms, which exhibit adimension, which controls for the number of
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similar, paradigmatically-related word forms that(Fig. 3, bottom). We observe, in fact, a highly
get co-activated when one member of a paradigsignificant correlation (r=.49, p<.00001 for both
is input to the map (Pirrelli et al., 2014). datasets) between levels of filtering and words’
High-frequency words develop quick learning epochs.
entrenchment of Hebbian connections, which  High-frequency words predictably show
eventually cause high levels of node activation iigher activation levels than low-frequency
their memory traces and sparser co-activation aords, with an interesting difference of the
memory traces of other words. Strong connectiongiteraction of frequency and activation levels of
and high activation levels mean high expectationsegulars and irregulars. High-frequency, highly
for frequently activated memory traces, which arérregular words (e.g. Germast or Italiané) are
thus recalled more easily and are less confusabétored in isolation, with highly-activated memory
with other neighbouring words. Likewise, in nodes and no co-activation with other words. As a
regular and sub-regular paradigms, sharingesult, they require little filtering to be recalle
memory traces can strengthen connections arahd are acquired considerably quickly. High-
raise node activation levels, since all relatechfor frequency regular paradigms, despite in both
can take advantage of the memory traces shar#tdlian and German training sets their average

with other members of the same paradigm. frequency is nearly half the average frequency of
ltalian SD German SD high-frequency irregulars, show comparable
=T =1 =6 j=110 JerfU jea o levels of activation with high-frequency
£ T 1 7.8 8™ = =, irregulars, due to the facilitatory effect of hayin
£ 386 H H Tl Saeel | T3 more words that consistently activate the same
L I R pattern of nodes.
I 388 + : This evidence shows that regularity indeed
reg gy Mgy e9NTgy Mo regnfg, Mg 9N fas Mo modulates the interaction between frequency and
ltalian SD German SD activation strength, and it gives a strong indmati
g I=v I=r j=6 j=10 T -f? 1= j-5 that acquisition of regulars is typically paradigm-
208 %os » ) based, whereas acquisition of irregulars is mostly
206 206 : item-based.
2 H H - i Surely, as the notion of paradigm regularity
o - o ] is inherently graded, some verb systems show

regnfy, irrfy, regrfy, irrmfg, regnfy, irrfy, regrfg, i,

_ : o : higher sensitivity to these effects than otherss Th
Figure 3: Levels of activation strength (top) aiitéifing i ill d b b | di
(bottom) for Italian (left) and German (right), feour S Illustrated by German sub-regular paradigms,
regularity-by-frequency classes. Low-frequency & s Which present fewer and more predictable stem
below the first quartile of frequency distributioirs the alternants than Italian sub-paradigms, and thus
:‘k’]".o d”a'””ﬁ sets, while high-frequency being seiee the  |arger stem-sharing word families. Accordingly,

e quarte. TSOMs allocate comparatively higher levels of

This dynamic provides an algorithmic activation to low-frequency German sub-regulars

account of the observation that regularity favour@nd acquire them earlier than their Italian

acquisiton of both high- and low-frequency homologues. _ _
words, as shown in Fig. 3, where we compare 1he evidence reported here establishes, in our

average levels of activation for four classes ofi€W, animportant connection between aspects of
training word forms: low-frequency regulars, low Morphological structure, frequency distributions

frequency irregulars, high-frequency regulars ang@f words in paradigms, and lexical acquisition in
high-frequency irregulars. concurrent, competitive storage. Acquisition of

Activation levels of low-frequency words rédundant morphological ~patterns play an
appear to be significantly stronger within regulafncreasingly important role in an emergent
paradigms than within irregular paradigms (,:igllexmon_, sh_|ft|ng acqwsmon_al strategies fromaot
3, top). Stronger activation levels make pattern§'eémorisation (typical of irregular low-entropy
less confusable and easier to be accessed, R@gadigms) ~to  dynamic  memory-based
witnessed by the lower level of filterihgequired ~ 9eneralisation.
for activation patterns to be recalled accurately

1 Frequency thresholds are set below the first daglow 2 Filtering an integrated activation pattern retershe
frequency) and above the third quartile (high fleaey) in process of bringing down to zero the levels ofvatibn of
the frequency distribution of training word forms. nodes that do not reach a set threshold.
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