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Abstract: Digital tools based on automatic
speech recognition (ASR) could be a useful
support for teachers in assessing the read-
ing skills of the students. We focus on the
evaluation of the decoding accuracy of chil-
dren with grade level ranging from the 3rd

to the 6th performing a reading aloud task
on a narrative text displayed on an ordinary
tablet using the ReadLet platform. On the
basis of previously collected data, we built a
gold dataset with sentences characterised by
the audio data, the original text to be read,
and the text actually spoken by the child. By
using the open-source Kaldi toolkit an ASR
system based on the GMM-HMM model was
trained on the training portion of the gold
dataset. The accuracy of the ASR system
was calculated as the ability to correctly de-
code the test audio data with respect to the
annotated text, and the decoding accuracy
of the children was estimated by measuring
the gap between the results obtained with the
annotated text and the original text. A con-
sistent trend with increasing grade level was
found in terms of word correctness, substitu-
tions and insertions, while the trained model
appears to be significantly able to evaluate
the children decoding accuracy.
Keywords: speech recognition, decoding
accuracy, reading aloud, voice parameters,
Kaldi, GMM-HMM acoustic model

I. Introduction

Reading and understanding a written text are
among the most relevant skills in everyone’s life [1].
Whether it is to study, to read for personal pleasure,

to obtain information, to use instructions, to find
communications or updates, we are faced with the
need to access the content of a written text. The
results of the OECD-PISA 2018 international sur-
vey is the most recent in which reading skills were
the main area of investigation, and return an un-
comfortable international picture, from which Italy
does not differ [2]. The assessment of reading skills
is achievable by the educational institutions, and the
combination of NLP and ICT technology can sub-
stantially help the teachers in this task [3].

The process of decoding and understanding dur-
ing reading were considered by the American Psy-
chiatric Association 2013 as two independent pro-
cesses, however able to influence each other [4]. The
assessment of such processes in ecological conditions
on primary school children is the objective of the
AEREST protocol [5], which is implemented into
the ReadLet platform [6] so that, by using an ordi-
nary tablet, the reading efficiency is automatically
evaluated as the integration of the ability to decode
and understand a text.

II. Materials and methods

The AEREST protocol provides for the adminis-
tration of narrative-descriptive texts in three decod-
ing modalities: silent reading, reading aloud, and
listening. The decoding step is followed by a ques-
tionnaire to evaluate the comprehension of the text
just read. By using an ordinary tablet, ReadLet
takes care of recording the speech produced by the
child, keeps track of child’s finger movement on the
screen and, finally, stores the answers given to the
comprehension questionnaire. All acquired data are
aligned over time. Three contributions are calcu-
lated to evaluate the reading efficiency of the child:



i) the decoding speed, ii) the correctness of the read-
ing and iii) the understanding of the text. Points
i) and iii) are already fully automated within the
ReadLet platform and in this article we focus on
point ii), with the aim of creating a tool that is
able to automatically draw the decoding accuracy
in terms of correct words, deletions, substitutions
and self-corrections.

As part of the AEREST project in 2019, we cre-
ated a gold dataset starting from the data acquired
using from 419 children with a grade level between
the third and the sixth. The overall database in-
cludes 419 reading-aloud trials and a total of 13118
sentences. To create the gold dataset, a first step
involved the selection of the trials in which the child
marked the text with the finger for at least 70%
of the text length. Since the speech and the fin-
ger tracking data were simultaneously recorded dur-
ing the trial and subsequently aligned over time, we
relied on the finger tracking data to automatically
split the audio data into sentences. The audio seg-
mentation was then refined manually by means of
an ad-hoc audio editing tool and, additionally, the
annotation was augmented by taking into account
the text actually spoken by the child compared to
the original sentence.

From ReadLet we obtained a gold dataset com-
posed by 873 sentences characterized as i) the audio
data (i.e. the speech of the child), ii) the original
sentence (i.e. the text that should have been pro-
nounced by the child), and iii) the annotated sen-
tence (i.e. the transcription of the actual speech of
the child).

The ReadLet dataset was integrated with the
CLIPS dataset, 16120 recordings about 8 hours
and 30 minute from 250 adult subjects [7]. Once
the total dataset was obtained, training and test-
ing of an ASR system based on the GMM-HMM
model [8] was performed using the open-source
Kaldi toolkit [9]. The GMM-HMM model is com-
posed by 15019 gaussians and it has been trained
with the Speaker Adaptive Training (SAT) algo-
rithm [10]. The feature vector was projected by Lin-
ear Discriminant Analysis criterion and transformed
by Maximum Likelihood Linear Transformation [11]
(LDA + MLLT + SAT). The final vector consisted
of 40 features. MFCC features were extracted from
the audio data and the decoding was performed on
the fully expanded decoding graph (HCLG) that
represents the language-model, pronunciation dic-
tionary (lexicon), context-dependency, and HMM
structure. Both mono-phone and tri-phone model
were run and, since the latter outperformed the
mono-phone model, we will focus on the tri-phone

model only.
Finally the training set was obtained by all

CLIPS recordings plus the 60% of the gold dataset,
while the test set was built with the remaining 40%
of the gold dataset. The random selection of the
training and testing datasets was repeated 5 times
and the results were averaged accordingly.

We trained the ASR system by feeding the model
with the audio data and the annotated sentences be-
longing to the training dataset. During testing, we
fed the model with the testing audio data and we
compared the ASR transcriptions with two kind of
references: i) the annotated sentences and ii) the
original sentences.

III. Results

The predictions of the model run on the test au-
dio data were compared to the target text. The
accuracy of the ASR was first measured by Word
Error Rate (WER) which is computed as the overall
number of predicted words not matching the target
text, divided by the number of total words. The
preliminary results of the model show a mean WER
equal to 10.95% (std=2.00%). Going more in deep,
for each grade level the accuracy was evaluated as
i) the average number of words per sentence cor-
rectly recognised by the model (correctness), ii) the
average number of words per sentence substituted
into the target text (substitutions), iii) the average
number of words per sentence removed from the tar-
get text (deletions), and iv) the average number of
words per sentence added to the target text (inser-
tions). By using the annotated sentences as the tar-
get text we obtained the results shown in Fig. 1.
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Figure 1: Accuracy of ASR system fed with the
test audio data and using the annotated sentences
as the target text. For each grade level, the aver-
age number of correct/substituted/deleted/inserted
words per sentence is shown.

The model accuracy was also calculated on the
same test audio data using the original sentences
as the target text. The difference of the correctness
obtained using the two target texts (i.e. the correct-
ness on the annotated text minus the correctness on
the original text) is shown in Fig. 2. While the cor-
rectness of the model on the annotated text should
tell us about the accuracy of the ASR system itself,
the difference of such correctness with the one ob-
tained on the original sentences should tell us about
the performance of the children.
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Figure 2: Children decoding accuracy estimated by
the ASR system, expressed as the average number
of misspelled words per sentence and calculated as
the difference between the ASR correctness on the
annotated sentences (Fig. 1 top-left) and the ASR
correctness on the original sentences.

Finally, we evaluated the normalised edit dis-
tance between the annotated and the original sen-
tences to obtain the reference correctness baseline
for comparing the correctness estimated by the ASR
system (see Fig. 3).
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Figure 3: Children decoding accuracy used as ref-
erence, calculated as the normalised edit distance
between the annotated sentences and the original
sentences in the test set.

To validate the results provided by the ASR sys-
tem about the performance of the children in cor-
rectly decoding the text during the reading aloud
task, we calculated the Spearman rank correlation
between the data shown in Fig. 2 and in Fig. 3. For
each grade level, the correlation value along with the
statistical significance is shown in Table 1.

grade level r p-value
4 0.63 <10-3

5 0.50 <10-5

6 0.66 <10-10

Table 1: Spearman rank correlation between the
children accuracy in decoding estimated by the ASR
shown in Fig. 2 and the decoding accuracy calcu-
lated on the basis on the manually annotated sen-
tences shown in Fig. 3. For each grade level the
correlation value is shown together with its statisti-
cal significance.

IV. Discussion

As it can noticed in Fig. 1, the accuracy of the
ASR model in terms of correctness is around 50%
on 3rd graders, while the accuracy grows to 90% on
6th graders. The trend of substitution and insertion
statistics goes in the same direction, showing that
the more the reader is skilled, the more the model is
able to predict the annotated text which, by defini-
tion, should reflect the audio data. Anyway a num-
ber of factors (e.g. the limited dataset, the poor
annotation, the noisy audio, the poor fluency of the
reader among all) may prevent the model to gain
the 100% accuracy. For grade levels where the ac-
curacy of the model is above 75% (i.e.. grade level
ranging from 4 to 6) we show in Fig. 2 the eval-
uation of the accuracy of the children by by mea-
suring the gap between the correctness obtained on
the annotated sentences (i.e. the upper limit the
ASR system can reach) and the correctness on the
original sentences. Such gap, which decreases along
with the grade level, appears to be highly and sig-
nificantly correlated (see Table 1) with the reference
error shown in Fig. 3, being the latter calculated
independently on the basis of the edit distance be-
tween the annotated sentences and the original sen-
tences.



V. Conclusion

The preliminary ASR system seems to be able to
estimate the decoding accuracy of the children and
to approximate the reference accuracy calculated on
the gold dataset (see Fig. 2 and 3). Nonetheless,
the accuracy of the ASR system itself is still poor,
especially for young readers (see correctness on 3rd

graders in top-left pane of Fig. 1). The improve-
ment of the quality of the sentence annotation to-
gether with the creation of a larger gold dataset will
help to fill such gap.

Moreover, the next objective consists in estimat-
ing, precisely for the words to which the model as-
sociates a high level of uncertainty, the sequence of
phonemes actually pronounced by the child. This
will allow for the automation of the procedure for
evaluating the correctness of the decoding of the
reading aloud trials. This procedure, for each of
the 419 reading trials, was performed manually and
these data will constitute a useful benchmark for the
automatic analysis system.

A detailed analysis of decoding errors, with par-
ticular attention to those words to which the model
associates a high level of uncertainty, will be inte-
grated into the ReadLet platform to support profes-
sionals to assess the level of reading skills reached
by the child, and decide which intervention pro-
grammes and measures are most appropriate.
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